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1 Introduction

A cyclic consecutive-$k$-out-of-$n$: $G$  system $con_C(k, n : G)$ is a cycle of $n(\geq k)$ components such that the system works if and only if some $k$ consecutive components all work. Suppose $n$ components with working probabilities $p[1] \leq p[2] \leq \cdots \leq p[n]$ are all exchangeable. How can they be assigned to the $n$ positions on the cycle to maximize the reliability of the system? Kuo, Zhang, and Zuo [10] showed that if $k = 2$, then the optimal assignment is invariant, i.e., it depends only on the ordering of working probabilities of the components, but not their value. They also claimed that for $k \geq 3$ and $n > 2k + 1$, $Con_C(k, n : G)$ has no invariant optimal assignment. For $n \leq 2k + 1$, Zuo and Kuo [13] claimed that there exists an invariant optimal assignment

$$\left(p[1], p[3], p[5], \cdots, p[6], p[4], p[2]\right).$$

However, Jalali, Hawkes, Cui, and Hwang [9] found that their proof is incomplete. A proof in case $n = 2k + 1$ was given in [6]. In this paper, we give a complete proof for this invariant optimal assignment with $n \leq 2k + 1$.

2 Main Result

In this section, we show the following.

**Theorem 1** For $k \leq n \leq 2k + 1$, there exists an invariant optimal assignment

$$\left(p[1], p[3], p[5], \cdots, p[6], p[4], p[2]\right).$$

Let $p_1, p_2, \cdots, p_n$ be reliabilities of the $n$ components on the cycle in counterclockwise direction. For simplicity of the proof, we first assume that


Our proof is based on the following representation of the reliability of consecutive-$k$-out-of-$n$: $G$ cycle for $n \leq 2k + 1$.
Lemma 1 The reliability of consecutive-\(k\)-out-of-\(n\): G cycle for \(n \leq 2k + 1\) under assignment \(C\) can be represented as

\[
R(C) = p_1 \cdots p_n + \sum_{i=1}^{n} q_ip_i+1 \cdots p_{i+k} \\
= p_1 \cdots p_n + \sum_{i=1}^{n} p_i \cdots p_{i+k-1} - \sum_{i=1}^{n} p_i \cdots p_{i+k}
\]

where \(q_i = 1 - p_i\) and \(p_{n+i} = p_i\).

Proof. The system works if and only if all components work or for some \(i\), the \(i\)th component fails and the \((i+1)\)st component, ..., the \((i+k)\)th component all work. Since \(n \leq 2k + 1\), there exists at most one such \(i\). Therefore,

\[
R(C) = p_1 \cdots p_n + \sum_{i=1}^{n} q_ip_{i+1} \cdots p_{i+k}.
\]

Note that

\[
q_ip_{i+1} \cdots p_{i+k} = p_{i+1} \cdots p_{i+k} - p_i \cdots p_{i+k}.
\]

This implies the second representation. \(\Box\)

This representation is a key point to show the main theorem. It explains why invariant optimal assignment exists for \(n \leq 2k + 1\), but does not exist for \(n > 2k + 1\).

For \(n = k, k+1\), by Lemma 1, \(R(C)\) has the same value for all assignment \(C\) and hence Theorem 1 is trivially true. Next, we assume \(k+2 \leq n \leq 2k + 1\).

To prove Theorem 1, it suffices to show that in any optimal assignment,

\[
(p_i - p_j)(p_{i-1} - p_{j+1}) > 0 \text{ for } 1 < i < j < n. \tag{1}
\]

That is, selecting any component to be labeled \(p_1\), we always have

\[
(p_i - p_{n-i+1})(p_{i+1} - p_{n-i}) > 0 \text{ for } i = 1, \cdots, h. \tag{2}
\]

where \(h = \lfloor n/2 \rfloor\). For simplicity of representation, we denote \(i' = n - i + 1\). When \(n\) is odd, \(i' = \frac{n+1}{2}\). Furthermore, without loss of generality, we assume \(p_1 > p_{i'}\) throughout this
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proof. Then the condition (2) can be rewritten as

\[ p_i > p_i' \text{ for } i = 1, \ldots, h. \]

Let \( I = \{ i \mid 1 < i \leq h, p_i < p_i' \} \). Let \( C_I \) be the assignment obtained from \( C \) by exchanging components \( i \) and \( i' \) for all \( i \in I \). To prove (1), it suffices to show that for any assignment \( C \), if \( I \neq \emptyset \),

\[ R(C) < R(C_I). \]

Denote \( I' = \{ i' \mid i \in I \} \) and

\[ (y_{i_1} \cdots y_{i_a})^I = \left( \prod_{1 \leq j \leq d, j \not\in I \cup I'} y_{i_j} \right) \left( \prod_{1 \leq j \leq d, j \in I \cup I'} y_{i'_j} \right) \left( \prod_{1 \leq j \leq d, j \not\in I \cup I'} y_{i_j} \right) \]

where \( y_i = p_i \) or \( q_i \). It is easy to verify that

\[ (y_{i_1} \cdots y_{i_a})^I = \left( \prod_{1 \leq j \leq d, j \in I \cup I'} \frac{y_{i'_j}}{y_{i_j}} + y_{i'_1} \cdots \frac{y_{i'_a}}{y_{i_a}} \right) \left( \prod_{1 \leq j \leq d, j \not\in I \cup I'} \frac{y_{i_j}}{y_{i_j}} \right) \]

\[ = (y_{i_1} \cdots y_{i_a})^I. \]

Denote \( Q_k(C) = \sum_{i=1}^n p_i \cdots p_{i+k-1} \). Then

\[ R(C) = p_1 \cdots p_n + Q_k(C) - Q_{k+1}(C). \]

Let \( a = \lfloor k/2 \rfloor \) and

\[ s = \begin{cases} h & \text{if } n \text{ is even and } k \text{ is odd} \\ h+1 & \text{otherwise}. \end{cases} \]

Then we have

**Lemma 2** \( Q_k(C_I) - Q_k(C) = \sum_{i=1}^s (p_{-a+i} \cdots p_{-a+i+k-1})^I. \)

**Proof.** Consider four cases.
Case 1. \( n \) and \( k \) both are even. In this case, \( s = h + 1 = 1 + n/2 \) and \( a = k/2 \). Note that

\[
\sum_{i=h+2}^{n} p-a+i \cdots p-a+i+k-1
= \sum_{i=2}^{h} p-a+[2h+2-i] \cdots p-a+[2h+2-i]+k-1
= \sum_{i=2}^{h} p_n-(a+i+k-1)+1 \cdots p_n-(a+i)+1
= \sum_{i=2}^{h} p_{-(a+i+k-1)+1} \cdots p_{-(a+i)}.
\]

Thus,

\[
Q_k(C)
= p-a+1 \cdots p_a + \sum_{i=2}^{h} (p-a+i \cdots p-a+i+k-1 + p_{-(a+i)} \cdots p_{-(a+i+k-1)})
+ p-a+h+1 \cdots p-a+h+k
= \prod_{j=1}^{a} (p_jp_j) + \sum_{i=2}^{h} (p-a+i \cdots p-a+i+k-1 + p_{-(a+i)} \cdots p_{-(a+i+k-1)})
+ \prod_{j=1}^{a} (p_{h-a+j}p_{h-a+j}).
\]

So,

\[
Q_k(C_I) - Q_k(C) = \sum_{i=2}^{h} (p-a+i \cdots p-a+i+k-1)^I.
\]

However,

\[
(p-a+1 \cdots p-a+k)^I = (p-a+h+1 \cdots p-a+h+k)^I = 0.
\]

Therefore,

\[
Q_k(C_I) - Q_k(C) = \sum_{i=1}^{h+1} (p-a+i \cdots p-a+i+k-1)^I.
\]

Case 2. \( n \) is even and \( k \) is odd. In this case, \( s = h = n/2 \) and \( a = (k-1)/2 \). Note that

\[
Q_k(C) = \sum_{i=1}^{h} (p-a+i \cdots p-a+i+k-1 + p_{-(a+i)} \cdots p_{-(a+i+k-1)}).
\]

Therefore,

\[
Q_k(C_I) - Q_k(C) = \sum_{i=1}^{h} (p-a+i \cdots p-a+i+k-1)^I.
\]
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Case 3. $n$ and $k$ both are odd. In this case, $s = h + 1 = (n + 1)/2$ and $a = (k - 1)/2$. Note that

$$Q_k(C) = \sum_{i=1}^{h} (p_{-a+i} \cdots p_{-a+i+k-1} + p_{-a+i+1} \cdots p_{-a+i+k-1}) + p_{-a+h+1} \cdots p_{-a+h+k}$$

$$= \sum_{i=1}^{h} (p_{-a+i} \cdots p_{-a+i+k-1} + p_{-a+i+1} \cdots p_{-a+i+k-1}) + p_{-a+h+1}p_{-a+i+k-1} \cdots ph\,ph'\,ph' + 1.$$  

Thus,

$$Q_k(C_I) - Q_k(C) = \sum_{i=1}^{h} (p_{-a+i} \cdots p_{-a+i+k-1})^I.$$  

However,

$$(p_{-a+h+1} \cdots p_{-a+h+k})^I = 0.$$  

Therefore,

$$Q_k(C_I) - Q_k(C) = \sum_{i=1}^{h+1} (p_{-a+i} \cdots p_{-a+i+k-1})^I.$$  

Case 4. $n$ is odd and $k$ is even. In this case, $s = h + 1 = (n + 1)/2$ and $a = k/2$. Note that

$$Q_k(C) = p_{-a+1} \cdots p_{-a+k} + \sum_{i=2}^{h+1} (p_{-a+i} \cdots p_{-a+i+k-1} + p_{-a+i+1} \cdots p_{-a+i+k-1})$$

$$= \prod_{j=1}^{a} (p_{j} p_{j'}) + \sum_{i=2}^{h+1} (p_{-a+i} \cdots p_{-a+i+k-1} + p_{-a+i+1} \cdots p_{-a+i+k-1})$$

Thus

$$Q_k(C_I) - Q_k(C) = \sum_{i=2}^{h+1} (p_{-a+i} \cdots p_{-a+i+k-1})^I.$$  

However,

$$(p_{-a+1} \cdots p_{-a+k})^I = 0.$$  

Therefore,

$$Q_k(C_I) - Q_k(C) = \sum_{i=1}^{h+1} (p_{-a+i} \cdots p_{-a+i+k-1})^I.$$  

\[\square\]
Define
\[ t = \begin{cases} 
  h & \text{if } n \text{ is even and } k + 1 \text{ is odd} \\
  h + 1 & \text{otherwise}
\end{cases} \]
and \( b = \lfloor (k + 1)/2 \rfloor \). We have a useful representation of \( R(C_I) - R(C) \) as follows.

**Lemma 3**
\[
R(C_I) - R(C) = \sum_{i=2}^{t} (p_{b+i} \cdots p_{b+i+k-1})^I - \sum_{i=1}^{t} (p_{b+i} \cdots p_{b+i+k})^I.
\]

**Proof.** By Lemma 2, we have
\[
R(C_I) - R(C) = \sum_{i=1}^{s} (p_{a+i} \cdots p_{a+i+k-1})^I - \sum_{i=1}^{t} (p_{b+i} \cdots p_{b+i+k})^I.
\]
Note that if \( k \) is even and \( n \) is odd, then \( a = b, s = t, \) and
\[
(p_{a+1} \cdots p_{a+k})^I = (p_{k/2+1} \cdots p_{k/2})^I = 0;
\]
if \( k \) is odd and \( n \) is odd, then \( a = b - 1, s = t, \) and
\[
(p_{a+s} \cdots p_{a+s+k-1})^I = (p_{(n-k)/2} \cdots p_{(n+k)/2-1})^I = 0;
\]
if \( k \) is even and \( n \) is even, then \( a = b, s = t + 1, \) and
\[
(p_{a+1} \cdots p_{a+k})^I = (p_{a+s} \cdots p_{a+s+k-1})^I = 0;
\]
if \( k \) is odd and \( n \) is even, then \( a = b - 1 \) and \( s = t - 1 \). Therefore, we always have
\[
\sum_{i=1}^{s} (p_{a+i} \cdots p_{a+i+k-1})^I = \sum_{i=2}^{t} (p_{a+i} \cdots p_{a+i+k-1})^I.
\]
\( \square \)

Note that \((p_{b+i} \cdots p_{b+i+k-1})^I \geq 0 \) for \( 2 \leq i \leq t \) and \((p_{b+i} \cdots p_{b+i+k})^I \geq 0 \) for \( 1 \leq i \leq t \). Therefore, to prove \( R(C_I) < R(C) \), we need to compare \((p_{b+i} \cdots p_{b+i+k-1})^I\) with \((p_{b+i} \cdots p_{b+i+k})^I\).
Lemma 4 Suppose $I = \{i \mid 1 < i \leq h, p_i < p_j\}$. Then for $i = 1, \ldots, b,$

$$(q_{-b+i}p_{-b+i+1} \cdots p_{-b+i+k})^f = (p_{-b+i+1} \cdots p_{-b+i+k})^f - (p_{-b+i}p_{-b+i+1} \cdots p_{-b+i+k})^f \geq 0$$
and the strict inequality sign holds if and only if

$$\{j \mid b - i + 1 \leq j \leq \min(-b + i + k, n + b - i - k), j \in I\} \neq \emptyset$$
$$\{j \mid b - i + 1 \leq j \leq \min(-b + i + k, n + b - i - k), j \notin I\} \neq \emptyset.$$

Proof. First, assume $-b + i \in I \cup I'$. Then we have

$$(q_{-b+i}p_{-b+i+1} \cdots p_{-b+i+k})^f$$

$$= \left(p_{-b+i}p_{-b+i+1} \cdots p_{-b+i+k}\right)^f - \left(p_{-b+i}p_{-b+i+1} \cdots p_{-b+i+k}\right)^f - \left(p_{-b+i+1} \cdots p_{-b+i+k}\right)^f + \left(p_{-b+i+1} \cdots p_{-b+i+k}\right)^f$$

If $-b + i + k < n + b - i - k + 1$, then $-b + i + k \leq h$ and hence we have

$$(q_{-b+i}p_{-b+i+1} \cdots p_{-b+i+k})^f$$

$$= \left(p_{-b+i}p_{-b+i+1} \cdots p_{-b+i+k}\right)^f$$

$$= \left(p_{-b+i}p_{-b+i+1} \cdots p_{-b+i+k}\right)^f - \left(p_{-b+i}p_{-b+i+1} \cdots p_{-b+i+k}\right)^f$$

$$= \left(p_{-b+i+1} \cdots p_{-b+i+k}\right)^f$$

$$= \left(p_{-b+i+1} \cdots p_{-b+i+k}\right)^f$$

since $-b + i \in I \cup I'$ implies that

$$p_{b-i+1}q_{b-i+1}' - p_{b-i+1}' q_{b-i+1} = p_{b-i+1} - p_{b-i+1}'.$$
Moreover, it is easy to verify that

\[(q-\binom{n}{b+i}p-\binom{n}{b+i+1} \cdots p-\binom{n}{b+i+k})^I > 0\]

if and only if

\[\{ j \mid b - i \leq j \leq -b + i + k, j \in I \} \neq \emptyset\]
\[\{ j \mid b - i \leq j \leq -b + i + k, j \not\in I \} \neq \emptyset\]

If \(-b + i + k \geq n + b - i - k + 1\), then \(n + b - i - k \leq h\) and hence

\[
\begin{align*}
(q-\binom{n}{b+i}p-\binom{n}{b+i+1} \cdots p-\binom{n}{b+i+k})^I \\
= (\prod_{j=1}^{b-i} p_j p_j') \left( \prod_{b-i+2 \leq j \leq n+b-i-k, j \not\in I} p_j - \prod_{b-i+1 \leq j \leq n+b-i-k, j \in I} p_j \right) \\
\cdot (p_{b-i+1} q_{b-i+1})^\gamma \left( \prod_{b-i+1 \leq j \leq n+b-i-k, j \in I} p_j' - p_{b-i+1} q_{b-i+1} \prod_{b-i+1 \leq j \leq n+b-i-k, j \not\in I} p_j \right) \\
\geq 0
\end{align*}
\]

where

\[\gamma = \begin{cases} 
1 & \text{if } n \text{ is even} \\
\frac{n+b}{2} & \text{if } n \text{ is odd}
\end{cases}\]

Moreover,

\[(q-\binom{n}{b+i}p-\binom{n}{b+i+1} \cdots p-\binom{n}{b+i+k})^I > 0\]

if and only if

\[\{ j \mid b - i + 1 \leq j \leq n + b - i - k, j \in I \} \neq \emptyset\]
\[\{ j \mid b - i + 1 \leq j \leq n + b - i - k, j \not\in I \} \neq \emptyset\]

Finally, we note that a similar argument works in the case that \(-b + i \not\in I \cup I'\). \[\square\]

Similarly, we can show the following.
Lemma 5 Suppose $I = \{i \mid 1 \leq i \leq h, p_i < p'_i \}$. Then for $i = b, \cdots, t$,

$$(p-b+i \cdots p-b+i+k-1q-b+i+k)^I = (p-b+i \cdots p-b+i+k-1)^I - (p-b+i \cdots p-b+i+k)^I \geq 0.$$ 

Lemma 6 Suppose $I = \{i \mid 1 \leq i \leq h, p_i < p'_i \}$. Then

$$(q_0 p_1 \cdots p_k q_{k+1})^I = (p_1 \cdots p_k)^I - (p_0 \cdots p_k)^I - (p_1 \cdots p_{k+1})^I + (p_0 \cdots p_{k+1})^I \geq 0$$

and the strict inequality sign holds if and only if

$$\{j \mid 1 \leq j \leq n-k, j \in I\} \neq \emptyset$$
$$\{j \mid 1 \leq j \leq n-k, j \not\in I\} \neq \emptyset.$$

By Lemmas 3-6, we have

$$R(C_I) - R(C) = \sum_{i=1}^{b-1} (q-b+i \cdots p-b+i+k)^I + \sum_{i=b+2}^{t} (p-b+i \cdots p-b+i+k-1q-b+i+k)^I + (q_0 p_1 \cdots p_k q_{k+1})^I - \left(\prod_{j=0}^{k+1} p_j\right)^I.$$ 

Let $d = \lceil (n-k)/2 \rceil - 1$. Note that

$$\left(\prod_{j=0}^{k+1} p_j\right)^I = \left(\prod_{j=0}^{k+1} p_j\right)^I + \left(\prod_{j=-1}^{k+1} p_j\right)^I = \cdots$$

$$= \sum_{i=1}^{d} (q-i \cdots p_{i+1})^I + \sum_{i=1}^{n-k-2-d} (q_{i+k+1} \cdots p_j)^I + \sum_{j=-d}^{n-d-1} (p_j)^I$$

and

$$\left(\prod_{j=-d}^{n-d-1} p_j\right)^I = 0.$$
Thus, we have

\[ R(C_1) - R(C) = \sum_{i=1}^{b-d-1} (q_{-b+i} \prod_{j=-b+i+1}^{-i+k} p_j) I + \sum_{i=1}^{d} [(q_{-i} \prod_{j=-i+1}^{-i+k} p_j) I - (q_{-i} \prod_{j=-i+1}^{i+k} p_j) I] + \sum_{i=b+n-k-d}^{t} (q_{-b+i+k} \prod_{j=-b+i}^{-i+k} p_j) I + \sum_{i=1}^{n-k-2-d} [(q_{b+k+1} \prod_{j=i+1}^{i+k} p_j) I - (q_{i+k+1} \prod_{j=-i}^{i+k} p_j) I] + (q_0 p_1 \cdots p_{k+1}) I. \]

(3)

This representation suggests us to show Lemmas 7 and 8.

**Lemma 7** For \( i = 1, \ldots, d, \)

\[ (q_{-i} \prod_{j=-i+1}^{-i+k} p_j) I \geq (q_{-i} \prod_{j=-i+1}^{i+k} p_j) I \]

and the inequality holds strictly if and only if

\[ (q_{-i} \prod_{j=-i+1}^{-i+k} p_j) I > 0. \]

**Proof.** First, consider the case that \(-i \in I'\) and \( n \) is even. Denote

\[ A = \prod_{i+1 \leq j \leq -i+k, j \not \in I'} p_j - \prod_{-i+1 \leq j \leq -i+k, j \not \in I'} p_j' \]

\[ B = \prod_{i+1 \leq j \leq -i+k, j \not \in I'} p_j - \prod_{-i+1 \leq j \leq -i+k, j \not \in I'} p_j' \]

\[ A' = q_{-i'} \prod_{-i+1 \leq j \leq -i+k, j \in I'} p_j' - q_{-i} \prod_{-i+1 \leq j \leq -i+k, j \not \in I'} p_j \]

\[ B' = q_{-i'} \prod_{-i+1 \leq j \leq -i+k, j \in I'} p_j' - q_{-i} \prod_{-i+1 \leq j \leq -i+k, j \not \in I'} p_j \]

Then

\[ (q_{-i} \prod_{j=-i+1}^{-i+k} p_j) I - (q_{-i} \prod_{j=-i+1}^{i+k} p_j) I = AA' - BB'. \]

If \(-i + k < n + i - k + 1\), then \(-i + k \leq h\). Hence

\[ A - B = \left( \prod_{1 \leq j \leq i, j \not \in I} p_j p_j' \right) \left( \prod_{i+1 \leq j \leq n-i-k, j \not \in I} p_j \alpha (1 - \beta \delta) \right) - \left( \prod_{i+1 \leq j \leq n-i-k, j \not \in I} p_j' \right) \beta (1 - \alpha \delta). \]
where

\[
\alpha = \prod_{n-i-k+1 \leq j \leq n+i-k, j \notin I} p_j,
\]
\[
\beta = \prod_{n-i-k+1 \leq j \leq -i+k, j \notin I} p_j,
\]
\[
\delta = \prod_{-i+k+1 \leq j \leq h, j \notin I} p_j p_j
\]

and

\[
\alpha(1 - \beta\delta) - \beta(1 - \alpha\delta) = \alpha - \beta \geq 0.
\]

Thus, \( A \geq B \).

If \(-i + k \geq n + i - k + 1\), then \( n + i - k \leq h \). Hence

\[
A - B
\]
\[
= \left( \prod_{1 \leq j \leq i, j \notin I} p_j p_j \right) \left( \prod_{n-i-k+1 \leq j \leq h, j \notin I} p_j p_j \right) \left( \prod_{i+1 \leq j \leq n-i-k, j \notin I} p_j \right) \alpha(1 - \beta) - \left( \prod_{i+1 \leq j \leq n-i-k, j \notin I} p_j \right) \beta(1 - \alpha)
\]

where

\[
\alpha = \prod_{n-i-k+1 \leq j \leq n+i-k, j \notin I} p_j,
\]
\[
\beta = \prod_{n-i-k+1 \leq j \leq n+i-k, j \notin I} p_j
\]

and

\[
\alpha(1 - \beta) - \beta(1 - \alpha) = \alpha - \beta \geq 0.
\]

Thus, \( A \geq B \).

Similarly, we have \( A' \geq B' \). Therefore, \( AA' \geq BB' \). By similar arguments, we can prove the inequalities in other cases.

Now, it is easy to verify that \( AA' > BB' \) if and only if

\[
\{ j \mid i + 1 \leq j \leq \min(-i + k, n + i - k), h \in I \} \neq \emptyset
\]
\[
\{ j \mid i + 1 \leq j \leq \min(-i + k, n + i - k), h \notin I \} \neq \emptyset
\]
if and only if, or by Lemma 4,
\[(q_{i-k} \prod_{j=-i+1}^{-i+k} p_j)^I > 0. \]

Similarly, we can prove

**Lemma 8** For \( i = 1, \ldots, n - k - 2 - d \),
\[(q_{i+k+1} \prod_{j=i+1}^{i+k} p_j)^I \geq (q_{i+k+1} \prod_{j=-i}^{-i+k} p_j)^I. \]

By Lemmas 4-8, all terms in (3) are non-negative. Next, we show that if \( I \neq \emptyset \), then at least one term in (3) is positive.

Note that \( 1 \not\in I \). Since \( I \neq \emptyset \), there exists a positive integer \( r \) such that \( 1 \leq r < h \), \( r \not\in I \), and \( r+1 \in I \). If \( r+1 \leq n-k \), then
\[
\begin{align*}
  r &\in \{j \mid 1 \leq j \leq n-k, j \not\in I\} \\
  r+1 &\in \{j \mid 1 \leq j \leq n-k, j \in I\}
\end{align*}
\]
and hence
\[q_0 p_1 \cdots p_k q_{k+1} > 0.\]

If \( r+1 > n-k \), then choose \( i = b + n - k - (r+1) < b \) and we have
\[b-i+1 \leq r, r+1 \leq \min(-b+i+k, n+b-i-k).\]
Hence, by Lemma 4,
\[q_i p_{i+1} \cdots p_{i+k} > 0.\]

Finally, we deal with the case that some equality signs hold in \( 0 \leq p_{[1]} \leq p_{[2]} \leq \cdots \leq p_{[n]} \leq 1 \). If \( p_{[1]} = p_{[2]} = \cdots = p_{[n]} \), then Theorem 1 is trivially true. If \( p_{[i]} < p_{[i+1]} \), then for sufficiently small \( \varepsilon > 0 \), we have
\[0 < p_{[1]} + \varepsilon < \cdots < p_{[i]} + i \varepsilon < p_{[i+1]} - (n-i)\varepsilon < \cdots < p_{[n]} - \varepsilon < 1.\]
For them, we already proved the optimality of assignment $C^*$ in Theorem 1, that is, for any assignment $C$, $R(C^*) \geq R(C)$. Now, we can complete our proof of Theorem 1 by setting $\varepsilon \to 0$.

3 Discussion

An invariant optimal assignment is a nice thing to have in practice, and also an interesting mathematical problem to solve. The existence of invariant optimal assignment has been widely studied for the consecutive-$k$-out-of-$n$: $F$ systems and $G$ systems. Usually, the nonexistence of invariant optimal assignments was demonstrated [12, 7, 13]. There are only four nontrivial cases that invariant optimal assignments may exist. The first is an invariant optimal assignment for the consecutive-2-out-of-$n$: $F$ line conjectured by Derman, Lieberman and Ross [2], and independently proved by Du and Hwang [3], and Malon [11]. In fact, the former proved the harder cycle version which is the second case of existence.

Note that the cycle version implies the line version since by setting $p_{[n]} = 1$ ($p_{[n]} = 0$ in the $G$ system), the line problem is reduced to the cycle problem. The third case is an invariant optimal assignment for the consecutive-$k$-out-of-$n$: $G$ line for $n \leq 2k$ conjectured by Kuo, Zhang and Zuo [10], and proved by Jallai, Hawkes, Cui and Hwang [9]. The fourth case is its cycle version, the current case. Note that again the cycle version implies the line version, but is much harder. In the line version, one needs only to prove the case $n = 2k$, and the $n < 2k$ case can be reduced to the $n = 2k$ case. No similar reduction is possible for the cycle case.

One may wonder whether a simpler proof exists by considering other pairings. In the current paper, we break the term $q_i p_{i+1} \cdots p_{i+k}$ into two parts $p_{i+1} \cdots p_{i+k}$ and $-p_i \cdots p_{i+k}$. Use the pairing of $p_{-a+i} \cdots p_{-a+i+k-1}$ with $p_{(-a+i)} \cdots p_{(-a+i+k-1)}$ for the first part and a similar one for the second part, then compare the $C$ assignment with the $C_I$ assignment. But since the comparison of one part is positive and the other is negative, we have to further compare their sizes and thus complicating the proof. Can we not break the term $q_i p_{i+1} \cdots p_{i+k}$ and find a pairing to work? One such possibility is also to consider the clockwise representation of $R(C)$, namely, $R(C) = p_1 \cdots p_n + \sum_{i} + i = 1^n q_i p_{i-1} \cdots p_{i-k}$. We then pair each term
$q_i p_{i+1} \cdots p_{i+k}$ from the counter-clockwise representation with the term $q'_i p_{(i+1)'} \cdots p_{(i+k)'}$ from the clockwise representation. The $C_I$ assignment is better than the $C$ assignment in all cases except when $q_i < q'_i$ and $i'$ not belonging to $i, \cdots, i + k$. The determination of invariant optimal assignments on lines and cycles is an application of the broader problem of finding an optimal permutation, linear or cyclic, under a certain objective function. This type of problem has been considered before [1, 8] when the arguments of the objective function are $|x_i - x_{i+1}|$ for all $i$. In the optimal assignment problem, the arguments are products like $q_i p_{i+1} \cdots p_{i+k}$, which seems to raise a new type of optimal permutation problem. In this paper we give a solution to one such problem, and hope the approach may work for other similar problems [1, 8, 4, 5].
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