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The availability of computational methods to identify and define the precise structure and location of promoters in prokaryotic genomes will provide a critical first step towards understanding the mechanisms by which genes are organized and regulated. We examine three different methods for promoter identification, two of which are adopted from related work and the other is a novel approach based on feature extraction. By the results of a set of experiments we evaluated prediction accuracy for identifying promoter regions from non-coding regions.

1 Introduction

Whole-genome sequencing and analysis of organisms provides an unprecedented opportunity to discover new genes and possible mechanisms by which they may be regulated. Ever since the complete genome sequencing of the first free-living organism in 1995, the bacterium Haemophilus influenzae, it has become abundantly clear that there is a very large number of putative or predicted genes which were previously unrecognized. In many prokaryotes, including those that have been extensively studied for decades, this number often approaches 25% or more. A common means of identifying these new genes is
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through the application of various gene-finding algorithms\textsuperscript{3,4,5,6,7,8} of varying sophistication that predict transcriptional start and stop sites. While there has been considerable progress in identification of new genes through the application of these algorithms, the discovery of how these genes are regulated is not as advanced and detailed mechanisms of gene regulation and co-regulation on a genome scale are lacking. The first step by which genes are regulated is by modulation of the level of transcription. This occurs when the enzyme, RNA polymerase, which is responsible for catalyzing the production of the new RNA transcript, recognizes and binds a specific sequence of DNA that is most often located upstream of the gene and known as the promoter element. It is therefore the location and primary structure of the promoter that determines the precise site at which the new RNA transcript will be initiated and the abundance of the nascent transcript.

Several decades of investigation on the structure and function of prokaryotic promoters have led to the recognition of three major features\textsuperscript{9,10}: (i) a 35 box; (ii) a 10 box; and (iii) the presence of a purine nucleotide (either Adenine or Guanine) at the transcription initiation site. The 35 and 10 boxes are so named for their approximate location prior to the transcription initiation site. They are typically hexamer sequences with the primary structure of TTGACA for the 35 element and TATAAT for the 10 one. However, it is important to recognize that whilst these canonical sequences have been described, there is considerable variation in both the structure and the relative location of these elements, making their exact identification using computational methods a non-trivial task.

The availability of computational methods to identify and define the precise structure and location of promoters in prokaryotic genomes will provide a critical first step towards understanding the mechanisms by which genes are organized and regulated. To achieve this goal, we studied three methods, two of which were adopted from previous work, and the other is a novel approach for identification of promoter elements in the genome of the model prokaryote, Escherichia coli. Overall, the results of our investigations show that (i) frequency-based method and Markov chain models are inaccurate and (ii) incorporation of feature-based scheme improves the accuracy considerably to 92.3\% for up to 5000 base long upstream regions.

2 Related Research

The majority of the research in promoter identification has been focused on developing such computational methods for eukaryotic organisms\textsuperscript{11,12,13,14}, and there exists limited recent research in developing techniques for promoter
identification in prokaryotic organisms.

The early research in promoter identification was primarily focused on trying to differentiate a promoter element from a coding region\textsuperscript{15}. However, as highly accurate algorithms have been developed for gene finding in prokaryotic organisms\textsuperscript{3,4}, this type of promoter identification techniques are now of little use. One of the most recent published work on developing methods for predicting prokaryotic promoters was done by Thieffry \textit{et al.}\textsuperscript{16}. Their study was focused on the \textit{E.coli} genome and they used pattern matching techniques to identify new promoter elements similar to those that are already known. Their experiments showed that such techniques achieve 75\% precision with high accuracy; however, their overall experimental evaluation was confusing.

3 Methods

Although predicting promoter locations in a prokaryote genome does not provide any important information\textsuperscript{11} about the location of genes, it is computationally difficult to predict precise locations of promoters\textsuperscript{16}. This is because it is feasible to precisely identify coding regions with help of computational approaches\textsuperscript{3,4}. Thus, the task remained to be solved is to distinguish promoter regions from non-promoter upstream regions.

In this study, we examine three different approaches for predicting the location of promoters. The first is motivated by a similar set of techniques that were developed for eukaryotic genomes and can work in an unsupervised setting. The second approach uses Markov chain techniques, to build a model of the known promoters that can be used to classify if a particular location is part of a promoter. The last approach selects a set of features that encode sequential aspects of the dataset and then uses the selected features for classification. Both the Markov model and the feature extraction techniques can only work in a supervised setting (i.e., there has to exist some promoters that are already known).

3.1 Frequency-based Approach

Several frequency-based approaches have been proposed for eukaryotic genomes and were shown to produce reasonably good results\textsuperscript{12,13,17}. The driving principle of these methods is that if there exists a short sequence of nucleotides that occurs more frequently in the upstream region of a gene than in the coding region, then this short sequence must have been conserved for a reason, and is a good candidate for being a promoter.

In particular these algorithms work as follows. First, for each gene they
select a fixed size sequence upstream from the gene’s translation start site. Then, they randomly select subsequences from the coding regions of the different genes so that they will end up selecting roughly the same number of nucleotides as those present in all the selected upstream regions. Given these two sets of sequences, these algorithms then find all the subsequences that satisfy a certain minimum frequency constraint \( \sigma \), i.e., each of discovered subsequences is present at least \( \sigma \) times in the dataset. The length of the subsequences that are being discovered is usually limited to be around seven to eight bases. Now, for each such pattern they compute its specificity to the upstream region, which is the ratio of the number of times it appears in an upstream region divided by the number of times it appears in a coding region. Finally, these algorithms use a threshold \( \rho \) on the specificity of a pattern, and prune all the patterns that have a specificity below \( \rho \). The patterns that remain are then considered to be the promoter elements.

This basic algorithm can been improved in two different ways. First, instead of counting the frequency of exact patterns, the patterns themselves can be relaxed to include one or more wild card characters, allowing us to model near matches \(^\text{12}\). Second, algorithms have been developed for determining the upstream specificity of a pattern without comparing it against its frequency in the coding region \(^\text{18}\). However, the basic idea of these approaches remains the same, in the sense that a pattern specific to the upstream regions are predicted as promoters.

One of the main advantage of the frequency-based approaches is that it only requires that we know the location of gene’s coding and upstream regions. As a result, these approaches can be used without any a priori knowledge of known promoter elements, and can be used to predict putative promoters even in not-well-studied genomes.

3.2 Markov Chains

Markov chains are well-known probabilistic technique for classifying sequential data \(^\text{19}\), and they have been successfully used in a number of sequence-based prediction tasks, such as gene identification in prokaryotes. Unlike the frequency-based approach, Markov chain is a supervised learning algorithm; thus, it requires training datasets to build models and to make prediction.

For each of the classes that we are trying to classify, Markov chains first build a model from sequential training inputs. The fundamental assumption of Markov chains is that an event in a sequential stream depends only on a limited number of preceding events. In the case of DNA sequence, we can rephrase it that the probability of an occurrence of each type of a nucleotide \( n \) at a partic-
ular location \( x_i \) is determined by its preceding sequence of \( x_{i-k} \ldots x_{i-1} \). The number of preceding bases that influence \( x_i \) is called the order of Markov chains. For example, in the first-order Markov chains, only a single forerunner \( x_{i-1} \) affects the choice of a nucleotide at \( x_i \), and in the second-order only a pair of bases \( x_{i-2} x_{i-1} \) determines the probability of the choice of a nucleotide at \( x_i \). A resulting model is a table of transitional probabilities from a prefix of certain length to an incoming character.

During classification, the Markov chains of the different classes are used to compute the probability that a particular sequence is being generated by the learned model. The model that has the highest probability is used to classify the new sequence.

For the prokaryotic promoter prediction problem, we first build two Markov chain models, one for promoter regions and the other for non-promoter upstream regions. Then, for each location of an input sequence, we compute the two probabilities, the probability that the given input sequence of length \( L \) is a promoter, and the one that the sequence is not a promoter. For example with the first-order model, the probabilities are \( P(C = \text{promoter} \mid x_{i-1} x_i) \) and \( P(C \neq \text{promoter} \mid x_{i-1} x_i) \) and we take the class which has higher probability and assign it as prediction.

### 3.3 Feature-based Approach

Our third approach for developing algorithms for promoter prediction was motivated by our recent work on developing scalable clustering algorithms for protein sequences\(^2\). In that work, we first used sequential pattern discovery algorithms to find all frequently occurring subsequences in the database, we then projected each protein into a new space that had these features as its dimensions, and then we used traditional vector-space clustering algorithms to find the clusters. Our experimental results showed that even though each protein was eventually represented as a multi-dimensional vector in which the ordering relations between the different subsequences was completely lost, the overall clustering solutions were extremely good.

In the feature-based approach we follow a similar framework. The basic idea is the following. First, create a multi-dimensional space containing \( 4^w \) dimensions, each dimension corresponding to one of the \( 4^w \) possible \( w \)-mers. Then, take the upstream region of each gene and break it into overlapping segments of a certain length \( n \). Finally, take each one these segments and represent it as a vector in the \( 4^w \)-dimensional space, by subscribing it to all the possible \( w \)-mers that it contains. As a result of this transformation, the underlying upstream regions are now represented using traditional multi-variable
vectors. We can assign a class to each of these vectors based on whether or not they are derived from the known promoter regions. In our algorithm, sequence segments that were mostly (but not entirely) obtained from the known promoter regions were assigned to the positive class, whereas the rest of the sequences were placed in the negative class.

Given such a representation of the data set, any traditional machine learning algorithm can be used to learn a model that differentiates one class from the other. For our experiments we decided to use support vector machines (SVM)\textsuperscript{21,22}, as they have been shown to consistently produce superior results than other classifiers.

4 Experimental Results

We experimentally evaluated the performance of the various algorithms for promoter prediction on the \textit{E.coli} genome.

We obtained 471 locations of transcriptional start sites of \textit{E.coli} publicly available from the PromEC\textsuperscript{23} database. Out of those 471, 54 promoters are discarded because they are completely covered by coding regions. Since the internal structure of those promoters are not yet determined completely, we take 101 bases as a promoter region from $-75$ to $+25$ relative to the transcriptional start site and applied the three different methods which are described in Section 3.

By combining the predictions with the actual classes we can partition the test data into four classes. The \textit{true positives} and the \textit{true negatives} which are correctly predicted to be part of the positive or negative class, respectively; and the \textit{false positives} and \textit{false negatives} which are the test data that were incorrectly predicted as positives or negatives, respectively. A common way of measuring that performance is to use two measures called the \textit{precision} and \textit{recall}. The precision $p$ of a binary classifier is defined as

$$p = \frac{N_{\text{true positives}}}{N_{\text{true positives}} + N_{\text{false positives}}}$$

and the recall is defined as

$$r = \frac{N_{\text{true positives}}}{N_{\text{true positives}} + N_{\text{false negatives}}}$$

The precision measures what fraction of upstream regions that are predicted positive are actually of promoters, and the recall measures what fraction of the true promoters are actually predicted as positive. An alternate way of evaluating the performance of a classifier is to look at its accuracy, which is defined
as the fraction of correct predictions. However, when the different classes are of significantly different sizes, the accuracy measure can be misleading, and looking at precision and recall provides more meaningful information.

4.1 Frequency-based Approach

To evaluate the performance of the frequency-based approaches to correctly identify the known promoters of *E. coli*, we performed the following experiments. We selected the genes whose upstream regions did not overlap with coding regions of the opposite strand. This gave us a total of 962 upstream regions, out of which 101 had known promoters. Then we randomly selected an equal number of genes and computed all oligonucleotide sequences that satisfied certain support constraints up to length 10, allowing up to 2 wild cards. For each of these frequently occurring oligonucleotides we computed their upstream specificity and filtered out patterns whose specificity was lower than a certain threshold \( \rho \). The patterns that were left were used to predict promoter regions. In calculating the specificity we took into account of the different number of total nucleotides in the coding and non-coding regions.

Table 1 summarized the results obtained by this approach using different values of \( \sigma \) and \( \rho \). The precision and recall figures were computed by looking at the number of nucleotides of the known promoter elements that were predicted correctly or incorrectly. A set of nucleotides is predicted correctly if it matches one of the selected patterns.

Based on the scheme described in Section 3.1, we extracted frequent and upstream-specific patterns as shown in Table 1 to predict promoters. We tested frequency threshold \( \sigma = 10 \) and 20, and the ratio threshold \( \rho = 2, 5 \) and 7.

Table 1: Prediction results by frequency-based approach for known promoters in upstreams. Those upstream regions do not have any overlap with coding regions on the other strand. The column labelled with “Patterns” shows the number of extracted patterns of up to 10 bases satisfying the frequency \( \sigma \) and the ratio \( \rho \) thresholds. A pattern may contain 2 wild cards at most.

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Ratio</th>
<th>Patterns</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>2</td>
<td>121386</td>
<td>37</td>
<td>48</td>
</tr>
<tr>
<td>20</td>
<td>2</td>
<td>40247</td>
<td>37</td>
<td>48</td>
</tr>
<tr>
<td>20</td>
<td>5</td>
<td>5709</td>
<td>41</td>
<td>47</td>
</tr>
<tr>
<td>20</td>
<td>7</td>
<td>2013</td>
<td>45</td>
<td>44</td>
</tr>
</tbody>
</table>

Looking at these results, we can see that we increase \( \rho \) from 2 to 7, the precision increases at the cost of the decrease of recall. However, the quality of the overall results was quite low.
4.2 Markov Chains

In this section we describe the methodology for a Markov model based classifier. For each gene whose promoter element is known we took an upstream sequence of \( n \) bases in length from the transcription start site. If the promoter element was included in these \( n \) bases, that particular upstream region was kept in the set, otherwise it was removed. In our experiments we let \( n \) take the values of 200, 500, 1000, 2000 and 5000 leading to five different datasets. Each of the datasets was used to evaluate the performance of Markov chains using a 10-fold cross validation. That is, we split the data into 10 parts, 9 to be used for training and 1 for testing and the overall experiments was repeated 10 times, each time with a different part for testing.

As discussed in Section 3.2, during the training we learn the transitional probabilities for the positive class (i.e., the known promoter regions) and the transitional probabilities for the negative class (i.e., the rest of the selected upstream regions). For classification we use a sliding window of \( w \) bases long and the log-ratio of the two probabilities is used to predict whether or not each nucleotide is a part of a promoter.

Table 2 shows the results for the different values of \( n \) and \( w \). Note that we built separate models for the two strands as we found that some of the transitional probabilities differ substantially. Looking at these results we can see that the best performance was obtained for \( n = 200 \). Depending on the parameters, the classifier was able to achieve precision and recall in the range of 70-80\%. However as \( n \) increased the quality of the predictions degraded substantially. Also note that the second-order Markov chain actually leads to worse results than the first order model. Looking at the sensitivity with respect to \( w \), we can see that as \( w \) increases the results tend to get better.

4.3 Feature-based Approach

The performance of the feature-based approach was evaluated using the same data sets as those used for the Markov model-based scheme. However, because these two approaches model the data in a different way, the definition of the positive and negative class, as well as the classification and evaluation methodology was somewhat different.

In particular, the transactions were created using the sliding window approach discussed in Section 3.3, by using a window of length \( w \) and sliding it \( k \) bases each time.

We first explain the procedure for generating examples, which will be used for both training and testing the classifier. We take an inter-genic sequences of base pairs and break this sequence into shorter overlapping sequences of length
Table 2: Prediction results by the first and the second order Markov chain models

<table>
<thead>
<tr>
<th>Order (k)</th>
<th>Window Size (w)</th>
<th>Maximum Upstream Length (n)</th>
<th>Forward Strand Precision (%)</th>
<th>Forward Strand Recall (%)</th>
<th>Backward Strand Precision (%)</th>
<th>Backward Strand Recall (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>200</td>
<td>66.5</td>
<td>66.4</td>
<td>71.3</td>
<td>72.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>52.4</td>
<td>58.5</td>
<td>53.2</td>
<td>60.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>40.2</td>
<td>52.9</td>
<td>33.4</td>
<td>42.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>27.0</td>
<td>55.4</td>
<td>24.4</td>
<td>43.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5000</td>
<td>17.5</td>
<td>56.7</td>
<td>11.0</td>
<td>43.0</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>200</td>
<td>66.5</td>
<td>73.7</td>
<td>71.3</td>
<td>81.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>54.0</td>
<td>60.9</td>
<td>52.7</td>
<td>63.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>43.1</td>
<td>54.7</td>
<td>33.1</td>
<td>40.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>30.5</td>
<td>56.4</td>
<td>25.4</td>
<td>41.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5000</td>
<td>20.0</td>
<td>58.0</td>
<td>12.1</td>
<td>41.6</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>200</td>
<td>68.3</td>
<td>81.6</td>
<td>68.2</td>
<td>88.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>57.9</td>
<td>64.0</td>
<td>52.7</td>
<td>69.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>45.9</td>
<td>54.5</td>
<td>32.9</td>
<td>40.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>35.5</td>
<td>57.1</td>
<td>25.6</td>
<td>39.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5000</td>
<td>23.6</td>
<td>59.2</td>
<td>13.0</td>
<td>39.4</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>200</td>
<td>68.7</td>
<td>61.5</td>
<td>70.4</td>
<td>67.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>50.7</td>
<td>55.3</td>
<td>51.1</td>
<td>53.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>40.1</td>
<td>51.3</td>
<td>32.5</td>
<td>42.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>27.3</td>
<td>54.5</td>
<td>25.1</td>
<td>44.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5000</td>
<td>17.9</td>
<td>57.0</td>
<td>11.4</td>
<td>44.6</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>200</td>
<td>69.3</td>
<td>67.7</td>
<td>70.0</td>
<td>74.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>51.8</td>
<td>55.5</td>
<td>50.6</td>
<td>56.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>41.3</td>
<td>50.1</td>
<td>32.5</td>
<td>41.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>30.9</td>
<td>55.0</td>
<td>25.1</td>
<td>41.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5000</td>
<td>20.6</td>
<td>58.5</td>
<td>12.6</td>
<td>42.4</td>
<td></td>
</tr>
</tbody>
</table>

| 40        | 200             | 70.9                       | 73.6                         | 67.3                     | 81.8                        |
|           | 500             | 54.2                       | 57.3                         | 50.0                     | 60.4                        |
|           | 1000            | 42.1                       | 47.9                         | 32.2                     | 40.5                        |
|           | 2000            | 35.2                       | 54.4                         | 24.6                     | 39.5                        |
|           | 5000            | 24.2                       | 60.3                         | 13.4                     | 39.8                        |
$w = 50$. The amount of the overlap is equal to $w - k$. These short overlapping sequences obtained from inter-genic sequences make up the examples in the dataset. The class label of this sequence is computed by finding the class label of majority of base pairs making up the sequence. Thus, for example if the majority of the base pairs making up the sequence are promoters then the example sequence will be labeled as a promoter sequence and similarly for non-promoter sequences. Sequences having length less than $w = 50$ or sequences that do not have a clear majority are ignored. After obtaining the example sequence the complete dataset is split into two parts, training sequences and testing sequences.

Next we describe the methodology for building classification models and the motivation behind our approach. We first identify set of features and then transform example sequences into this feature space. After doing this transformation each example is represented as a boolean feature vector. Depending on the presence and absence of features the indices in the boolean vector are set to true or false. These boolean feature vectors are then used for building the classification model.

The features used for classification are made up of four consecutive base pairs (i.e., $w = 4$), hence enumerating all possible base pairs (of length four) gives us a feature space of size $4^w = 256$. To identify the features present in an example sequence, we slide a window of size 4 across the example sequence, each time incrementing its position by one till the window slides across the entire sequence. Each position of this window (of size 4) constitutes a feature which is supported by the example. This special arrangement of sliding window means that each example consists of exactly $47 (= 50 - 4 + 1)$ features.

Table 3 shows the performance achieved by the feature-based approach using SVM as a classifier. The tables show the results obtained for the five datasets, for different values for the length of the sliding window and the length of the oligonucleotides that were used to derive the various features. These results correspond to those obtained after 10-way cross validation. Note that as it was the case with the Markov model-based technique, we build separate classifiers for the two different strands.

Looking at the results in the table we can see that the feature-based approach produces significantly better results than those produced by any of the earlier schemes. Its precision and recall even for the large data sets is over 92%. The other thing to note is that the overall quality seems to decrease for the data sets obtained by looking at upstream regions of size 1000, and 2000,

\footnote{We use the value of 66% to signify clear majority, i.e., if 2/3 of the $w = 50$ base pairs making up the example sequence are promoters then the sequence will be classified as a promoter.}
but it improves when we consider regions of length 5000. One of the reasons for that may be that the additional promoters that were included as we moved from 2000 to 5000 are easier to classify. However, this is something that we are currently investigating.

Table 3: Prediction results of the feature-based approach. Those results are obtained by 10-way cross validation. Precision shows the value of precision and recall at the break-even point. Columns labelled with “Inter-genic Regions” and “Known Promoters” show the number of non-coding regions and the number of the known promoters included in the dataset, depending on the value of the maximum upstream limit.

<table>
<thead>
<tr>
<th>Maximum Upstream Length</th>
<th>Inter-genic Regions</th>
<th>Known Promoters</th>
<th>Precision (%)</th>
<th>Inter-genic Regions</th>
<th>Known Promoters</th>
<th>Precision (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>34</td>
<td>40</td>
<td>97.5</td>
<td>41</td>
<td>44</td>
<td>97.8</td>
</tr>
<tr>
<td>500</td>
<td>64</td>
<td>81</td>
<td>91.3</td>
<td>72</td>
<td>95</td>
<td>91.3</td>
</tr>
<tr>
<td>1000</td>
<td>79</td>
<td>103</td>
<td>88.6</td>
<td>92</td>
<td>120</td>
<td>86.1</td>
</tr>
<tr>
<td>2000</td>
<td>104</td>
<td>132</td>
<td>88.6</td>
<td>106</td>
<td>138</td>
<td>82.5</td>
</tr>
<tr>
<td>5000</td>
<td>129</td>
<td>166</td>
<td>92.9</td>
<td>141</td>
<td>176</td>
<td>92.5</td>
</tr>
</tbody>
</table>

5 Conclusion

We examined the prediction performance of two previously proposed schemes for promoter prediction, the frequency-based approach and Markov chains, by performing cross-validated experiments using the precision and recall measure. We also proposed another novel method, the feature-based approach with the SVM classifier and evaluated its prediction accuracy as well. The experimental result showed the feature-based approach achieved higher prediction accuracy (in terms of both precision and recall) than that of the other two methods.
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